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A two-step inertial algorithm for solving equilibrium
problems on Hadamard manifolds

H. A. ABASS1 , A. ADAMU2,3 AND M. APHANE1

ABSTRACT. In the context of Hadamard manifolds, we develop a two-step inertial subgradient extragradi-
ent method for approximating solutions of equilibrium problems involving a pseudomonotone operator. To
avoid dependency of the step-size on the Lipschitz constant of the underlying operator, we propose an iterative
method with a self-adaptive step size that can increase with each iteration. Furthermore, we prove a strong con-
vergence result concerning the sequence generated by our two-step inertial subgradient extragradient method
in the setting of Hadamard manifolds. To illustrate the performance of our iterative method relative to other
methods of a similar nature, we provide some numerical examples. The results presented in this article are new
in this space and extend many related findings in the literature.

1. INTRODUCTION

Many nonlinear analysis problems are extended from Euclidean spaces to Hadamard
manifolds, including problems in variational inequality, convex analysis, fixed point the-
ory, and optimization problems. Indeed, many optimization-related problems on Hadamard
manifolds are revised by endowing the space with a Riemannian metric. It is important
to note that Riemannian manifolds-particularly Hadamard manifolds-hold the topolog-
ical structure, making them the ideal framework for developing ideas and techniques
from Euclidean spaces to nonlinear forms. Hence, the fundamental notion behind the
aforementioned issues is to apply ideas and methods that work in Euclidean spaces to
Riemannian manifolds (see [6, 34, 49] and other references).

The equilibrium problem, also referred to as Ky Fan’s inequality because of his substan-
tial contribution (see [21]), is a general problem in that it includes a variety of mathemat-
ical models, including complementarity problems, variational inequality problems (also
known as VIP), saddle points, vector minimization problems, Nash equilibrium of non-
cooperative games, and the Kirszbraun problem (see [10, 14, 24, 21, 50, 53]). Let K be a
nonempty, closed geodesic convex subset of a Hadamard manifold P, TxP be the tangent
space of P at x ∈ P and TP be the tangent bundle of P. Let h : K ×K → R be a bifunction
satisfying h(x, x) = 0, for all x ∈ P. The Equilibrium Problem (in short, EP) is to find x ∈ P
such that

h(x, y) ≥ 0, ∀ y ∈ K.(1.1)

We denote the solution set of (1.1) by Ω. In nonlinear analysis and optimization theory, an-
other fascinating area of study is the creation of an efficient algorithm for approximating
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solutions to optimization problems. To approximate solutions of EP in linear and nonlin-
ear space settings, various iterative methods have been used (see [4, 13, 45, 52, 15]).

The Proximal Point Method (in short, PPM) was proposed by Martinet [32] to solve VIP
and later Moudafi [33] proposed it to solve monotone equilibrium problems. In order to
overcome this limitation, Flam et al. [23] and Tran et al. [45] successively introduced a
PPM which is called the extragradient method (in short, EGM) due to Korpelevich’s con-
tributions to saddle point problems in [28]. From the point of view, the EGM can be easier
to compute numerically than the PPM in solving optimization problems. In the case when
the feasible set has a simple structure, then the projection can be easily computed. How-
ever, if the feasible set is any closed convex set, the computation of projections, in general,
is difficult to compute which can affect the efficiency of the EGM. Spurred by the EGM,
Censor et al. [12] introduced the subgradient extragradient method (SEGM) for solving
VIP in Hilbert spaces. In this method, the second projection in the EGM is replaced by a
projection onto a constructed half-space and allows a clear computation. The projection
onto a half-space is inherently explicit, thus the SEGM can be considered as an improve-
ment of EGM over each computational step. The SEGM have been employed for solving
equilibrium problem (see [45, 12, 37, 54, 55]). Extension of concepts and techniques from
linear spaces to Riemannian manifolds has some important advantages (see [29, 42, 22]).
For instance, some optimization problems with nonconvex objective functions become
convex from the Riemannian geometry point of view, and some constrained optimization
problems can be regarded as unconstrained ones with an appropriate Riemannian met-
ric. In addition, the study of convex minimization problems and equilibrium problems
in nonlinear spaces have proved to be very useful in computing medians and means of
trees, which are very important in computational phylogenetics, diffusion tensor imag-
ing, consensus algorithms and modeling of airway systems in human lungs and blood
vessels (see [7, 8, 9]). Thus, nonlinear spaces are more suitable frameworks for the study
of optimization problems from linear to Riemannian manifolds.

Iterative methods for solving pseudomonotone EP on Hadamard manifolds have received
a lot of attention (see [17, 30, 38]). Recently, Cruz Neto et al. [35] proposed the following
EGM for solving equilibrium problem on Hadamard manifolds as follows:wk = argmin

y∈P

{
h(xk, y) +

1
2λk

d2(xk, y)
}

xk+1 = argmin
y∈P

{
h(wk, y) +

1
2λk

d2(xk, y)},
(1.2)

where 0 < λk < β < min{α−1
1 , α−1

2 }, α1, α2 are constants related to Lipschitz-type con-
stants are unknown in general and they are difficult to approximate. Very recently, Ali
Akbar [4] introduced the following subgradient extragradient method for solving EP as
follows:
Initialization: Choose an inertial x0 ∈ K and a parameter λ satisfying 0 < λ < min{ 1

2α1
, 1
2α2

}.
Iterative steps; Assume that xk ∈ K and we calculate xk+1 ∈ K as follows:

Step 1: Compute

yk = argmin{λh(xk, y) +
1

2
d2(xk, y) : y ∈ K}.

If xk = yk, then stop and xk is a solution to EP. Otherwise,
Step 2: Compute

xk+1 = argmin{λh(yk, y) +
1

2
d2(xk, y) : y ∈ Tk},
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where Tk := {p ∈ P : ⟨exp−1
yk

xk − λvk, exp
−1
yk

p⟩ ≤ 0} and vk ∈ ∂2h(xk, yk).
They proved that their iterative algorithm converges to a solution of EP (1.1).

However, Polyak [39] was the first to propose an inertial-type algorithm as an accelera-
tion process for solving a smooth convex minimization problem. Using the previous two
iterates to define the next iterate is the process of the inertial-type algorithm, which is a
two-step iterative method. It is common knowledge that adding an inertial term to an-
other algorithm quickens the algorithm’s sequence’s rate of convergence. Many authors
have recently focused a great deal of attention on inertial techniques intended for solving
equilibrium problems in linear and nonlinear spaces (see [1, 16, 37, 20, 5, 44]). In 2003,
Moudafi and Oliny [33] introduced the following inertial proximal point method for find-
ing the zero of the sum of two monotone operators:{

wk = qk + θk(qk − qk−1),

qk+1 = (I + rkΨ)−1(wk − rkΦqk), k ≥ 1,
(1.3)

where r > 0, Ψ : M → 2M is a set-valued operator, Φ : M → M is an operator and M is
a real Hilbert space. They obtained a weak convergence theorem provided that rk < 2

L

with L being the Lipschitz constant of Φ and
∞∑
k=1

θk∥qk − qk−1∥ < ∞ holds. In [38], Polyak

explained that the numerical iteration method with multistep inertial extrapolation steps
could improve the rate of convergence of such methods for solving optimization prob-
lems even though neither the convergence analysis nor the rate of convergence result of
such multi-step inertial method is established in [38]. In view of this, some authors have
proposed multi-step inertial methods for solving optimization problems in linear spaces,
(see [44, 51, 18]).

We highlight our contributions as follows:
(i) Two extragradient techniques for solving EP in a Hadamard manifold were pre-

sented by the authors in [35]. It is observed that the iterative algorithm in [35]
necessitates the estimation of the bifunction’s Lipschitz-like constants beforehand,
which can be highly challenging to determine. When it comes to numerical com-
putation, the subgradient extragradient method is preferable over the extragradi-
ent method. The self-adaptive used in this article is simple to compute.

(ii) In addition, the authors of [4] suggested a subgradient extragradient approach
to solving EP in the Hadamard manifold. We point out that their algorithm’s
convergence depends on a prior estimate of the Lipschitz-like constants.

(iii) Aside from the inertial extrapolation technique we included in our iterative pro-
cess, which is known to accelerate iterative methods’ rate of convergence. In
our paper, we also introduced a parameter λ, which further accelerates our al-
gorithm’s rate of convergence.

(iv) Our result clearly extends the results of [3, 19, 54, 55] from real Hilbert spaces to
the Hadamard manifold.

In the context of a Hadamard manifold, we propose a double step inertial subgradient
extragradient method for solving the pseudomontone equilibrium problem. The previ-
ously mentioned findings on inertial extrapolation techniques, subgradient extragradient
techniques, and extragradient methods served as inspiration for this approach. We show
that the sequence generated by our iterative approach converges to a solution of a pseu-
domonotone equilibrium problem under some mild conditions. We provide some numer-
ical examples to compare the performance of our iterative method with several relevant
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ones in the literature. To the best of our knowledge, the result presented here is new in
the context of a Hadamard manifold and generalizes other similar results found in the
literature.

2. PRELIMINARIES

Let P be an m-dimensional manifold, let x ∈ P and let TxP be the tangent space of P at
x ∈ P. We denote by TP =

⋃
x∈P TxP the tangent bundle of P. An inner product R⟨·, ·⟩ is

called a Riemannian metric on P if ⟨·, ·⟩x : TxP×TxP → R is an inner product for all x ∈ P.
The corresponding norm induced by the inner product Rx⟨·, ·⟩ on TxP is denoted by ∥·∥x.
We will drop the subscript x and adopt ∥ · ∥ for the corresponding norm induced by the
inner product. A differentiable manifold P endowed with a Riemannian metric R⟨·, ·⟩ is
called a Riemannian manifold. In what follows, we denote the Riemannian metric R⟨·, ·⟩
by ⟨·, ·⟩ when no confusion arises. Given a piecewise smooth curve γ : [a, b] → P joining x

to y (that is, γ(a) = x and γ(b) = y), we define the length l(γ) of γ by l(γ) :=
∫ b

a
∥γ′(t)∥dt.

The Riemannian distance d(x, y) is the minimal length over the set of all such curves
joining x to y. The metric topology induced by d coincides with the original topology on
P. We denote by ∇ the Levi-Civita connection associated with the Riemannian metric [42].
Let γ be a smooth curve in P. A vector field X along γ is said to be parallel if ∇γ′X = 0,
where 0 is the zero tangent vector. If γ′ itself is parallel along γ, then we say that γ is a
geodesic and ∥γ′∥ is a constant. If ∥γ′∥ = 1, then the geodesic γ is said to be normalized.
A geodesic joining x to y in P is called a minimizing geodesic if its length equals d(x, y). A
Riemannian manifold P equipped with a Riemannian distance d is a metric space (P, d).
A Riemannian manifold P is said to be complete if for all x ∈ P, all geodesics emanating
from x are defined for all t ∈ R. The Hopf-Rinow theorem [42], posits that if P is complete,
then any pair of points in P can be joined by a minimizing geodesic. Moreover, if (P, d)
is a complete metric space, then every bounded and closed subset of P is compact. If P is
a complete Riemannian manifold, then the exponential map expx : TxP → P at x ∈ P is
defined by

expx v := γv(1, x) ∀ v ∈ TxP,
where γv(·, x) is the geodesic starting from x with velocity v (that is, γv(0, x) = x and
γ′
v(0, x) = v). Then, for any t, we have expx tv = γv(t, x) and expx 0 = γv(0, x) = x.

Note that the mapping expx is differentiable on TxP for every x ∈ P. The exponential map
expx has an inverse exp−1

x : P → TxP. For any x, y ∈ P, we have d(x, y) = ∥ exp−1
y x∥ =

∥ exp−1
x y∥ (see [42] for more details). The parallel transport Γγ,γ(b),γ(a) : Tγ(a)P → Tγ(b)P

on the tangent bundle TP along γ : [a, b] → R with respect to ∇ is defined by

Γγ,γ(b),γ(a)v = F (γ(b)), ∀ a, b ∈ R and v ∈ Tγ(a)P,
where F is the unique vector field such that ∇γ′(t)v = 0 for all t ∈ [a, b] and F (γ(a)) = v.
If γ is a minimizing geodesic joining x to y, then we write Γy,x instead of Γγ,y,x. Note that
for every a, b, r, s ∈ R, we have

Γγ(s),γ(r) ◦ Γγ(r),γ(a) = Γγ(s),γ(a) and Γ−1
γ(b),γ(a) = Γγ(a),γ(b).

Also, Γγ(b),γ(a) is an isometry from Tγ(a)P to Tγ(b)P, that is, the parallel transport preserves
the inner product

⟨Γγ(b),γ(a)(u),Γγ(b),γ(a)(v)⟩γ(b) = ⟨u, v⟩γ(a), ∀ u, v ∈ Tγ(a)P.(2.4)

Below there are three (3) examples of a Hadamard manifold (see [40]).

Example 2.1. The Hyperbolic plane (without boundary) is defined as

H2 = {(x, y) ∈ R2, y > 0},
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with Riemannian metric defined as

(ds)2 =
(dx)2 + (dy)2

y2

is a Hadamard manifold with sectional curvature -1.

Example 2.2. Let n ≥ 1 be a natural number. The Hyperbolic n-space Hn is defined:

Hn = {(x1, · · · , xn, xn+1) ∈ Rn+1 : x2
1 + · · ·+ x2

n − x2
n+1 = −1 and xn+1 > 0}.

Recall that the metric Hn is induced from Lorentz metric < ., . >1 which is defined on Rn+1 as
follows:

< (x1, · · · , xn+1), (y1, · · · , yn+1) >1=
n∑

i=1

xiyi − xn+1yn+1.

So Hn is a Hadamard manifold with sectional curvature -1 (see [11]).

Example 2.3. Let Rm
++ be the product space Rm

++ := {(x1, x2, · · · , xm) : xi ∈ R++, i =
1, 2, · · · ,m}. Let P = ((R)++, ⟨·, ·⟩) be the m-dimensional Hadamard manifold with the Rie-

mannian metric ⟨p, q⟩ = pT q and the distance d(x, y) = | ln x
y | = | ln

m∑
i=1

xi

yi
|, where x, y ∈ P

with x = {xi}mi=1 and y = {yi}mi=1.

A subset K ⊂ P is said to be convex if for any two points x, y ∈ K, the geodesic γ joining
x to y is contained in K. That is, if γ : [a, b] → P is a geodesic such that x = γ(a) and
y = γ(b), then γ((1 − t)a + tb) ∈ K for all t ∈ [0, 1]. A complete simply connected Rie-
mannian manifold of non-positive sectional curvature is called an Hadamard manifold.
We denote by P a finite dimensional Hadamard manifold. Henceforth, unless otherwise
stated, we represent by K a nonempty, closed and convex subset of P.

The subdifferential of a function f : P → R at a point x ∈ P is given

∂f(x) := {z ∈ TxP : f(y) ≥ f(x) + ⟨z, exp−1
x y⟩ ≤ 0, ∀ y ∈ K},

and its elements are called subgradient of f at x. The convex function f is called subdif-
ferential at a point x ∈ P if the set ∂f(x) is nonempty. The set ∂f(x) is closed and convex,
and it is known to be nonempty if f is convex on P. We denote by ∂2h the partial deriva-
tive of h at the second argument, that is ∂2h(x, .), for all x ∈ P. The normal cone, denoted
NK, is defined at a point x ∈ P by

NK(x) := {z ∈ TxP : ⟨z, exp−1
x y⟩ ≤ 0,∀ y ∈ K}.

We state some results and definitions which are needed in the next section.

Definition 2.1. [37] Let K be a nonempty, closed and convex subset of P. A bifunction h :
P× P → R is said to be

(i) monotone on K, if

h(u, v) + h(v, u) ≤ 0, ∀ u, v ∈ K;

(ii) pseudomonotone on K, if

h(u, v) ≥ 0 ⇒ g(v, u) ≤ 0, ∀ u, v ∈ K;

(iii) Lipschitz-type continuous if there exists α1 > 0 and α2 > 0, such that

h(u, v) + h(v, w) ≥ h(u,w)− α1d
2(u, v)− α2d

2(v, w), ∀ u, v, w ∈ K.
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Definition 2.2. [22] Let K be a nonempty, closed and subset of P and {xn} be a sequence in P.
Then {xn} is said to be Fejèr convergent with respect to K if for all p ∈ K and n ∈ N,

d(xn+1, p) ≤ d(xn, p).

Lemma 2.1. [22] Let K be a nonempty, closed and closed subset of P and {xn} ⊂ P be a sequence
such that {xn} be a Fejér convergent with respect to K. Then the following hold:

(i) For every p ∈ K, d(xn, p) converges,

(ii) {xn} is bounded,

(iii) Assume that every cluster point of {xn} belongs to K, then {xn} converges to a point in
K.

Proposition 2.1. [42]. Let x ∈ P. The exponential mapping expx : TxP → P is a diffeomorphism.
For any two points x, y ∈ P, there exists a unique normalized geodesic joining x to y, which is
given by

γ(t) = expx t exp
−1
x y ∀ t ∈ [0, 1].

A geodesic triangle ∆(p, q, r) of a Riemannian manifold P is a set containing three points
p, q, r and three minimizing geodesics joining these points.

Proposition 2.2. [42]. Let ∆(p, q, r) be a geodesic triangle in P. Then

d2(p, q) + d2(q, r)− 2⟨exp−1
q p, exp−1

q r⟩ ≤ d2(r, q)(2.5)

and

d2(p, q) ≤ ⟨exp−1
p r, exp−1

p q⟩+ ⟨exp−1
q r, exp−1

q p⟩.(2.6)

Moreover, if θ is the angle at p, then we have

⟨exp−1
p q, exp−1

p r⟩ = d(q, p)d(p, r) cos θ.(2.7)

Also,

∥ exp−1
p q∥2 = ⟨exp−1

p q, exp−1
p q⟩ = d2(p, q).(2.8)

Remark 2.1. [31] If x, y ∈ P and v ∈ TyP, then

⟨v,− exp−1
y x⟩ = ⟨v,Γy,x exp

−1
x y⟩ = ⟨Γx,yv, exp

−1
x y⟩.(2.9)

Remark 2.2. From (2.6) and Remark 2.1, let v ∈ TpP, we have

⟨v, exp−1
p q⟩ ≤ ⟨v, exp−1

p r⟩+ ⟨v,Γp,r exp
−1
r q⟩.(2.10)

Lemma 2.2. [31] Let x0 ∈ P and {xn} ⊂ P with xn → x0. Then the following assertions hold:
(i) For any y ∈ P, we have exp−1

xn
y → exp−1

x0
xn and exp−1

y xn → exp−1
y x0,

(ii) If vn ∈ Txn
P and vn → v0, then v0 ∈ Tx0

P,
(iii) Given un, vn ∈ TxnP and u0, v0 ∈ Tx0P, if un → u0, then ⟨un, vn⟩ → ⟨u0, v0⟩,
(iv) For any u ∈ Tx0P, the function F : P → TP, defined by F (x) = Γx,x0u for each x ∈ P

is continuous on P.

The next lemma presents the relationship between triangles in R2 and geodesic triangles
in Riemannian manifolds (see [11]).

Lemma 2.3. [11]. Let ∆(x1, x2, x3) be a geodesic triangle in P. Then there exists a triangle
∆(x̄1, x̄2, x̄3) corresponding to ∆(x1, x2, x3) such that d(xi, xi+1) = ∥x̄i−x̄i+1∥ with the indices
taken modulo 3. This triangle is unique up to isometries of R2.
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The triangle ∆(x̄1, x̄2, x̄3) in Lemma 2.3 is said to be the comparison triangle for ∆(x1, x2, x3) ⊂
P. The points x̄1, x̄2 and x̄3 are called comparison points to the points x1, x2 and x3 in P.
A function h : P → R is said to be geodesic if for any geodesic γ ∈ P, the composition
h ◦ γ : [u, v] → R is convex, that is,

h ◦ γ(λu+ (1− λ)v) ≤ λh ◦ γ(u) + (1− λ)h ◦ γ(v), u, v ∈ R, λ ∈ [0, 1].

Lemma 2.4. [31] Let ∆(p, q, r) be a geodesic triangle in a Hadamard manifold P and ∆(p
′
, q

′
, r

′
)

be its comparison triangle.
(i) Let α, β, γ (resp. α

′
, β

′
, γ

′
) be the angles of ∆(p, q, r) (resp. ∆(p

′
, q

′
, r

′
)) at the vertices

p,q,r (resp. p
′
, q

′
, r

′
). Then, the following inequalities hold:

α
′ ≥ α, β

′ ≥ β, γ
′ ≥ γ,

(ii) Let z be a point in the geodesic joining p to q and z
′

its comparison point in the interval
[p

′
, q

′
]. Suppose that d(z, p) = ∥z′ − p

′∥ and d(z
′
, q

′
) = ∥z′ − q

′∥. Then the following
inequality holds:

d(z, r) ≤ ∥z′ − r
′∥.

Lemma 2.5. [31] Let x0 ∈ P and {xn} ⊂ P be such that xn → x0. Then, for any y ∈ P, we have
exp−1

xn
y → exp−1

x0
y and exp−1

y xn → exp−1
y x0;

The following propositions (see [22, 31]) are very useful in our convergence analysis:

Proposition 2.3. Let K be a nonempty, closed and convex subset of a Hadamard manifold M and
h : K → R be a convex subdifferential and lower semicontinuous function on K. Then, x∗ is a
solution to the following convex problem

min{h(x) : x ∈ K},

if and only if 0 ∈ ∂g(x∗) +NK(x
∗).

Proposition 2.4. Let P be an Hadamard manifold and d : P × P :→ R be the distance function.
Then the function d is convex with respect to the product Riemannian metric. In other words,
given any pair of geodesics γ1 : [0, 1] → P and γ2 : [0, 1] → P, then for all t ∈ [0, 1], we have

d(γ1(t), γ2(t)) ≤ (1− t)d(γ1(0), γ2(0)) + td(γ1(1), γ2(1)).

In particular, for each y ∈ P, the function d(·, y) : P → R is a convex function.

Proposition 2.5. Let P be a Hadamard manifold and x ∈ P. The map Φx = d2(x, y) satisfying
the following:

(1) Φx is convex. Indeed, for any geodesic γ : [0, 1] → P, the following inequality holds for
all t ∈ [0, 1] :

d2(x, γ(t)) ≤ (1− t)d2(x, γ(0)) + td2(x, γ(1))− t(1− t)d2(γ(0), γ(1)).

(2) Φx is smooth. Moreover, ∂Φx(y) = −2 exp−1
y x.

Lemma 2.6. [25] Let {vn} and {δn} be nonnegative sequences which satisfy

vn+1 = (1 + δn)vn + δnvn−1, n ≥ 1.

Then,

vn+1 ≤ M ·
n∏

j=1

(1 + 2δj), where M = max{v1, v2}.

Moreover, if
∞∑

n=1
δn < +∞, then {vn} is bounded.
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Lemma 2.7. [36] Let {an}, {φn} and {βn} be nonnegative sequences which satisfy

an+1 = (1 + βn)an + φn, n ≥ 1.

If
∞∑

n=1
βn < +∞ and

∞∑
n=1

φn < +∞, then lim
n→∞

an exists.

3. MAIN RESULT

In this section, we present a two steps subgradient extragradient method for solving equi-
librium problem in the settings of Hadamard manifolds. For solving EP (1.1), we state the
following assumptions:

Assumption 3.6. (1) (A1) h is pseudomonotone on K and h(u, u) = 0 for all u ∈ P;
(2) (A2) h(.,v) is upper semicontinuous for all y ∈ P;
(3) (A3) h(u, .) is convex and subdifferential for all fixed u ∈ P;
(4) (A4) h satisfies a Lipschitz-type condition on P.

Assumption 3.7. (L1) The solution set Ω is nonempty.

(L2) {τk} is a nonnegative sequence of real numbers satisfying
∞∑
k=1

τk < +∞.

Algorithm 3.8. Two steps inertial subgradient extragradient method for EP.
Initialization: Choose ρ1 > 0, δ ∈ (0, 1), λ ∈ (0, 1], {θk}, {βk} are real positive sequences. Let
t0, t1 ∈ P be arbitrary.
Iterative steps: Given the current iterate tk, tk+1 calculate ρk+1 as follows:
Step 1: Evaluate {

uk = exptk(−θk exp
−1
tk

tk−1)

vk = expuk
(−βk exp

−1
uk

tk−1),
(3.11)

and

wk = argmin
y∈P

{ρkh(vk, y) +
1

2
d2(vk, y)}(3.12)

If wk = vk, then stop. Otherwise, proceed to the next step.
Step 2: Choose zk ∈ ∂2h(vk, wk) and compute

tk+1 = arg min
y∈Tk

{λρkh(wk, y) +
1

2
d2(vk, y)},(3.13)

where Tk := {x ∈ P : ⟨exp−1
wk

vk − ρkzk, exp
−1
wk

x⟩ ≤ 0}.
and

ρk+1 =


min

{
ρk + τk ,

δ
[
d2(wk, vk) + d2(tk+1, wk)

]
2
[
h(vk, tk+1)− h(vk, wk)− h(wk, tk+1)

]} ,

if h(vk, tk+1)− h(vk, wk)− h(wk, tk+1) > 0,

ρk + τk, otherwise.

(3.14)

Update Set k := k + 1 and return to Iterative step 1.

We start by establishing a technical lemma useful to our analysis.

Lemma 3.8. [2, 37] Let {tk} be a sequence generated by Algorithm 3.8 and {ρk} be generated by
(3.14)

min

{
δ

2max{c1, c2}
, ρ1

}
≤ ρ ≤ ρ1 + τ,
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where τ =
∞∑
k=0

τk.

Theorem 3.9. Let {tk} be a sequence generated by Algorithm 3.8. If
∞∑
k=1

θk < +∞ and
∞∑
k=1

βk <

+∞, then

(i) d(tk+1, q) ≤ M ·
k∏

j=1

(1 + 2(θj + βj(1 + θj))), where M := max{d(t1, q), d(t2, q)} and

q ∈ Ω.

(ii) The sequence {qk} converges to an element in Ω.

(i) Proof. Let q ∈ Ω, then by applying Proposition 2.3 and (3.13) in Algorithm 3.8, we
deduce that

0 ∈ ∂2
[
λρkh(wk, y) +

1

2
d2(vk, y)

]
(tk+1) +NTk

(tk+1), ∀ y ∈ Tk.(3.15)

It follows that there exists dk ∈ ∂2h(wk, tk+1) and rk ∈ NTk
(tk+1) such that

λρkdk − exp−1
tk+1

vk + rk = 0.

Thus, for any y ∈ Tk, we obtain that

⟨exp−1
tk+1

vk, exp
−1
tk+1

y⟩ = λρk⟨dk, exp−1
tk+1

y⟩+ ⟨rk, exp−1
tk+1

y⟩.

Since rk ∈ NTk
(tk+1), we obtain ⟨rk, exp−1

tk+1
y⟩ ≤ 0. Then

λρk⟨dk, exp−1
tk+1

y⟩ ≥ ⟨exp−1
tk+1

vk, exp
−1
tk+1

y⟩, ∀ y ∈ Tk.(3.16)

By the definition of subdifferential and dk ∈ ∂2h(wk, tk+1), we get

h(wk, y)− h(wk, tk+1) ≥ ⟨dk, exp−1
tk+1

y⟩, ∀ y ∈ Tk.(3.17)

Combining (3.16) and (3.17), we have

λρk
(
h(wk, y)− h(wk, tk+1)

)
≥ ⟨exp−1

tk+1
vk, exp

−1
tk+1

y⟩, ∀ y ∈ Tk.(3.18)

Let y = q ∈ Ω ⊂ K ⊂ Tk in (3.18), then

λρk
(
h(wk, q)− h(wk, tk+1)

)
≥ ⟨exp−1

tk+1
vk, exp

−1
tk+1

q⟩.(3.19)

Since q ∈ Ω, we have h(q, wk) ≥ 0. By the pseudomonotonicity of h, we deduce
that h(wk, q) ≤ 0. Thus (3.19) can be transformed into

⟨exp−1
tk+1

vk, exp
−1
tk+1

q⟩ ≥ λρkh(wk, tk+1).(3.20)

Similarly, since zk ∈ ∂2h(vk, wk), we obtain that

h(vk, z)− h(vk, wk) ≥ ⟨zk, exp−1
wk

z⟩, ∀ z ∈ P.

Let z := tk+1, then

h(vk, tk+1)− h(vk, wk) ≥ ⟨zk, exp−1
wk

tk+1⟩.(3.21)

By definition of Tk and tk+1 ∈ Tk, we have ⟨exp−1
wk

vk − ρkzk, exp
−1
wk

tk+1⟩ ≤ 0. This
implies that

ρk⟨zk, exp−1
wk

tk+1⟩ ≥ ⟨exp−1
wk

vk, exp
−1
wk

tk+1⟩.(3.22)

Combining (3.21) and (3.22), we get

ρk
(
h(vk, tk+1)− h(vk, wk)

)
≥ ⟨exp−1

wk
vk, exp

−1
wk

tk+1⟩.(3.23)
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From (3.14), we obtain

ρk+1

(
h(vk, tk+1)− h(vk, wk)− h(wk, tk+1)

)
≤ δ

2

(
d2(vk, wk) + d2(tk+1, wk)

)
,

or equivalently

ρk
(
h(vk, tk+1)− h(vk, wk)− h(wk, tk+1)

)
≤ ρk

ρk+1

δ

2

(
d2(vk, wk) + d2(tk+1, wk)

)
.(3.24)

On substituting (3.24) into (3.23), it yields

⟨exp−1
wk

vk, exp
−1
wk

tk+1⟩ ≤ ρkh(wk, tk+1) +
ρk

ρk+1

δ

2

(
d2(vk, wk) + d2(tk+1, wk)

)
.(3.25)

Adding (3.20) and (3.25), we get

⟨exp−1
wk

vk, exp
−1
wk

tk+1⟩ ≤
1

λ
⟨exp−1

tk+1
vk, exp

−1
tk+1

q⟩+ ρk
ρk+1

δ

2

(
d2(vk, wk) + d2(tk+1, wk)

)
.

(3.26)

By applying Proposition 2.2, we obtain

d2(vk, tk+1) + d2(tk+1, q)− d2(vk, q) ≤ 2⟨exp−1
tk+1

vk, exp
−1
tk+1

q⟩(3.27)

and

−2⟨exp−1
wk

vk, exp
−1
wk

tk+1⟩ ≤ d2(vk, tk+1)− d2(vk, wk)− d2(tk+1, wk).(3.28)

On substituting (3.27) and (3.28) into (3.26), we get

d2(tk+1, q) ≤ d2(vk, q)− (1− λ)d2(vk, tk+1)

− λ

(
1− δ

ρk
ρk+1

)(
d2(vk, wk) + d2(tk+1, wk)

)
.(3.29)

By utilizing the geodesic triangles △(uk, tk, q) ⊂ P and △(tk, tk−1, q) ⊂ P with
their respective comparison triangles △(u′

k, t
′
k, q

′) ⊆ R2. Then by Lemma 2.4 (ii),
we have d(uk, tk) = ∥u′

k − t′k∥, d(uk, q) = ∥u′
k − q′∥ and d(tk, tk−1) = ∥t′k − t′k−1∥.

Similarly, using the geodesic triangles △(vk, uk, q) ⊂ P and △(tk, tk−1, q) ⊂ P with
their respective comparison triangle △(v′k, u

′
k, q

′) ⊆ R2. Then by Lemma 2.4 (ii),
we have d(vk, uk) = ∥v′k − u′

k∥, d(vk, tk) = ∥v′k − t′k∥ and d(vk, q) = ∥v′k − q′∥.
From (3.11) of Algorithm 3.8, we have that u′

k = t′k + θk(t
′
k − t′k−1) and v′k =

u′
k + βk(u

′
k − t′k−1), thus

d(uk, q) = ∥u′
k − q′∥

= ∥t′k + θk(t
′
k − t′k−1)− q′∥

≤ ∥t′k − q′∥+ θk∥t′k − t′k−1∥
= d(tk, q) + θkd(tk, tk−1).(3.30)

Also,

d(uk, tk−1) = ∥u′
k − t′k−1∥

= ∥t′k + θk(t
′
k − t′k−1)− t′k−1∥

≤ ∥t′k − t′k−1∥+ θk∥t′k − t′k−1∥
= d(tk, tk−1) + θkd(tk, tk−1)

= (1 + θk)d(tk, tk−1).(3.31)
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By definition of vk, (3.30) and (3.31), we get

d(vk, q) = ∥v′k − q′∥
= ∥u′

k + βk(u
′
k − t′k−1)− q′∥

≤ ∥u′
k − q′∥+ βk∥u′

k − t′k−1∥
= d(uk, q) + βkd(uk, tk−1)

≤ d(tk, q) + θkd(tk, tk−1) + βk(1 + θk)d(tk, tk−1)

= d(tk, p) + (θk + βk(1 + θk))d(tk, tk−1).(3.32)

Since λ ∈ (0, 1] and δ ∈ (0, 1), we obtain

lim
k→∞

(1− δ
ρk

ρk+1
) = 1− δ > 0 and 1− λ ≥ 0.

Thus, (3.29) and (3.32) becomes

d(tk+1, q) ≤ d(vk, q)

≤ d(tk, q) + (θk + βk(1 + θk))d(tk, tk−1)(3.33)

≤ d(tk, q) + (θk + βk(1 + θk))
(
d(tk, q) + d(tk−1, q)

)
= (1 + θk + βk(1 + θk))d(tk, q) + (θk + βk(1 + θk))d(tk−1, q).

By applying Lemma 2.6, we obtain that

d(tk+1, q) ≤ M ·
k∏

j=1

(1 + 2(θj + βj(1 + θj))),(3.34)

where M = max{d(t1, q), d(t2, q)}. Hence, the proof completes. □

(ii) Proof. Next, we establish that {tk} converges to a point in Ω. Since
∞∑
k=1

θk < +∞

and
∞∑
k=1

βk < +∞, then by Lemma 2.6 and (3.34). the sequence {tk} is bounded.

This also implies that
∞∑
k=1

θkd(tk, tk−1) < +∞ and
∞∑
k=1

βkd(tk, tk−1) < +∞. By

applying Lemma 2.7 in (3.33), we can claim that lim
k→∞

d(tk, q) exists. From Lemma

2.4 (ii) and Proposition 2.5, we see that

d2(uk, q) = ∥u′
k − q′∥2

= ∥t′k + θk(t
′
k − t′k−1)− q′∥2

= ∥(1 + θk)(t
′
k − q′)− θk(t

′
k−1 − q′)∥2

= (1 + θk)d
2(tk, q)− θkd

2(tk−1, q) + θk(1 + θk)d
2(tk, tk−1).(3.35)

We also consider

d2(uk, tk−1) = ∥u′
k − t′k−1∥2

= ∥t′k + θk(t
′
k − t′k−1)− t′k−1∥2

= ∥t′k − t′k−1∥2 + 2⟨t′k − t′k−1, θk(t
′
k − t′k−1)⟩

+ θ2k∥t′k − t′k−1∥2.(3.36)
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But from (2.8), we have

⟨t′k − t′k−1, t
′
k − t′k−1⟩ ≤ ⟨exp−1

tk−1
tk, exp

−1
tk−1

tk⟩

= ∥ exp−1
tk−1

tk∥2

= d2(tk, tk−1).(3.37)

On substituting (3.37) into (3.36), we get

d2(uk, tk−1) ≤ d2(tk, tk−1) + 2θkd
2(tk, tk−1) + θ2kd

2(tk, tk−1)

= (1 + θk)
2d2(tk, tk−1).(3.38)

We deduce from Lemma 2.4, (3.35) and (3.38) that

d2(vk, q) = ∥v′k − q′∥2

= ∥u′
k + βk(u

′
k − t′k−1)− q′∥2

= ∥(1 + βk)(u
′
k − t′k−1)− βk(t

′
k−1 − q′)∥2

= (1 + βk)d
2(uk, tk−1)− βkd

2(tk−1, q) + βk(1 + βk)d
2(uk, tk−1)

= (1 + βk)
(
(1 + θk)d

2(tk, q)− θkd
2(tk−1, q) + θk(1 + θk)d

2(tk, tk−1)
)

− βkd
2(tk−1, q) + βk(1 + βk)d

2(uk, tk−1)

≤ (1 + βk)

(
d2(tk, q) + θk

(
d2(tk, q)− d2(tk−1, q)

)
+ θk(1 + θk)d

2(tk, tk−1)

)
− βkd

2(tk−1, q) + βk(1 + βk)(1 + θk)
2d2(tk, tk−1)

= d2(tk, q) +
(
βk + (1 + βk)θk

)(
d2(tk, q)− d2(tk−1, q)

)
+ θk(1 + θk)(1 + βk)d

2(tk, tk−1) + βk(1 + βk)(1 + θk)
2d2(tk, tk−1).(3.39)

On substituting (3.39) into (3.29), we obtain

d2(tk+1, q) ≤ d2(tk, q) + (βk + (1 + βk)θk)
(
d2(tk, q)− d2(tk−1, q)

)
+ θk(1 + θk)(1 + βk)d

2(tk, tk−1) + βk(1 + βk)(1 + θk)
2d2(tk, tk−1)

− (1− λ)d2(vk, tk+1)− λ

(
1− δ

ρk
ρk+1

)(
d2(vk, wk) + d2(tk+1, wk)

)
,(3.40)

which implies that

(1− λ)d2(vk, tk+1) + λ

(
1− δ

ρk
ρk+1

)(
d2(vk, wk) + d2(tk+1, wk)

)
≤ d2(tk, q)− d2(tk+1, q) + (βk + (1 + βk)θk)

(
d2(tk, q)− d2(tk−1, q)

)
+ θk(1 + θk)(1 + βk)d

2(tk, tk−1) + βk(1 + βk)(1 + θk)
2d2(tk, tk−1).(3.41)

Since lim
k→∞

d(tk, q) exists,
∞∑
k=1

θk < +∞ and
∞∑
k=1

βk < +∞. It follows from (3.41)

that 
lim
k→∞

d(vk, tk+1) = 0,

lim
k→∞

d(vk, wk) = 0,

lim
k→∞

d(tk+1, wk) = 0.

(3.42)



Equilibrium Problem with double inertial steps 265

Observe that

d(uk, tk) = ∥u′
k − t′k∥

= ∥t′k + θk(t
′
k − t′k−1)− t′k∥

= θkd(tk, tk−1) → 0, k → ∞.(3.43)

From (3.43), we get

d(vk, tk) = ∥v′k − t′k∥
= ∥u′

k + βk(u
′
k − t′k−1)− t′k∥

≤ ∥u′
k − t′k∥+ βk∥t′k + θk(t

′
k − t′k−1)− t′k−1∥

≤ d(uk, tk) + βkd(tk, tk−1) + βkθkd(tk, tk−1) → 0, k → ∞.(3.44)

From (3.42) and (3.44), we have lim
k→∞

d(wk, tk) = 0,

lim
k→∞

d(tk+1, tk) = 0.
(3.45)

Since {tk} is bounded, there exists a subsequence {tkl
} which converges to a clus-

ter point x∗. Also from (3.45), there exists a subsequence {wkl
} of {wk} which

converges weakly to x∗ ∈ P. From (3.18) and (3.25), we deduce that

λρkl
h(wkl

, y) ≥ λρkl
h(wkl

, tkl+1
) + ⟨exp−1

tkl+1
vkl

, exp−1
tkl+1

y⟩

≥ λ
[
⟨exp−1

wkl
vkl

, exp−1
wkl

tkl+1
⟩ − ρkl

ρkl+1

δ

2

(
d2(vkl

, wkl
) + d2(tkl+1

, wkl
)
)]

+ ⟨exp−1
tkl+1

vkl
, exp−1

tkl+1
y⟩.

Since λ > 0, lim
k→∞

ρkl
= ρ > 0, we have that

0 ≤ lim sup
l→∞

h(wkl
, y) = h(x∗, y), ∀ y ∈ K.

Thus, x∗ ∈ Ω. Lastly, by Lemma 2.1, we obtain that {qk} converges to a point in
Ω. □

Remark 3.3. We present some consequences of our result as follows:
(i) The result presented in this article generalizes the results of [3, 41, 55] from real Hilbert

spaces to a Hadamard manifold.
(ii) We introduce a two step inertial method to fasten the rate of convergence of our iterative

method. We also compare our result with some related results in the literature.
(iii) We emphasize that our step size is selected self-adaptively and varies from each iteration

to the other which allows our iterative method to be computed easily without the prior
knowledge of the Lipschitz constants.

4. NUMERICAL EXAMPLES

In this section, we provide some numerical examples to illustrate the computational ef-
ficiency of the proposed algorithms compared with some iterative algorithms in the lit-
erature. First, we will perform a sensitivity analysis on the parameter λ in our proposed
algorithm and use the best value of lambda to compare the performance of our proposed
algorithm with recent inertial and non-inertial algorithms in the literature.
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Example 4.4. Let P be the space in Example 2.3. Assume that the operator F is defined by

F (x) :=

(
(x2

1 + (x2 − 1)2)(1 + x2)
−x1 − x1(x2 − 1)2

)
.

Set h(x, y) = ⟨F (x), exp−1
x y⟩, ∀ x, y ∈ K, where K := {x ∈ R2 : −5 ≤ xi ≤ 5, i = 1, 2}. The

problem (1.1) has a unique solution x∗ = (0,−1)T . However, using the Monte Carlo approach
(see [48]), it can be shown that F is pseudomonotone on K and thus the bifunction h is also
pseudomonotone. Furthermore, observe that for h defined this way, the argmin defined in wk and
tk+1 is the metric projection (interested readers may see, e.g., [19] for how this claim is proved). For
this example, in our proposed algorithm 3.8 we let ρ1 = 0.01, δ = 0.9, θk = 1

(k+1)1.1 , τk = 1
(k+1)4

and βk = 1
(5k+2)2 . We set maximum number of iterations to be 3, 000, D1 = 10 and terminate

the process when Dk = ∥xk+1 − xk∥ < 10−6 is not satisfied. To determine the optimal choice of
λ, we study the behaviour of our proposed algorithm for the values of λ = {0.7, 0.8, 0.9, 1}. We

consider two set of initial points: First Initial Points (FIP): x0 =

(
1

0.25

)
, x1 =

(
1.5
1

)
. Second

Initial Points (SIP): x0 =

(
−1
1.5

)
, x1 =

(
1

−0.8

)
. The results of the numerical simulations are

presented in Figure 1 below.
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FIGURE 1. Numerical results for Example 4.4 for various values of λ

Remark 4.4. We observe that the choice of λ = 1 in our proposed algorithm gave the best approx-
imation. In comparison with other methods, since the choice of the parameters are very sensitive,
we will first consider the parameters used by the authors in the papers we are comparing our algo-
rithm with. However, if using the parameters in their papers does not give a better approximation,
we might change it slightly looking at the parameters we choose for our proposed algorithm.

Next, using this choice of λ = 1, we shall compare the performance of our proposed algorithm with
Algorithm 3 of Xie et al. [55] (XCT Alg), Algorithm 3.1 of Hieu [26] (Hieu Alg), Algorithm 1 of
Vinh and Muu [47] (VM Alg), Algorithm 1 of Oyewole and Reich [37] (OR Alg) and Algorithm
3.1 of Yang and Liu [54] (YL Alg). In XCT Alg, we choose µ = 0.1, τ = 0.01, κ = 0.7, θk =
0.5, αk = 1

1000k+1 and βk = 0.5(1 − αk). In Hieu Alg, we choose λk = 1
(k+1)3 and θ = 0.3.

In VM Alg, we choose λ = 0.1, θ = 0.1, ϵk = 1
(k+1)2 . In OR Alg, we choose µ = 0.5, λ1 =

0.1, θ = 0.3, θk = θ̄k, δk = 1
(k+1)4 , ϵk = 1

(k+1)1.1 and βk = 1
(k+1) . In YL Alg, we choose
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λ0 = 0.1, µ = 0.5, αk = 1
k+1 and βk = 0.6. We will use the same initial points and stopping

criteria as mentioned above. In the experiment, all the methods satisfy the stopping criteria in less
than 0.2 seconds. Hence, we will not report CPU time in this example. The result of the numerical
simulations are presented in Figure 2.
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FIGURE 2. Numerical results for Example 4.4, Top FIP; Bottom SIP

Example 4.5. Let P be space 3 defined in section 2 of our manuscript. Let h : K × K → R be
given by

h(x, y) = ⟨Mx+Ny + c, y − x⟩, ∀ x, y ∈ K,

where the feasible set K is defined by K = {x ∈ Rm : 1 ≤ xi ≤ 100, i = 1, 2, · · · ,m}, c ∈ Rm

and M,N ∈ Rm×m. The Matrix M is symmetric positive semi-definite and the matrix (N −M)
is symmetric negative. It is known that h is pseudomonotone and satisfies (A2) with Lipschitz
constants α1 = α2 = ∥M−N∥

2 . Assumption (A3) and (A4) are also satisfied (see [27, 45]).
Furthermore, observe that for this example the argmin defined in wk and tk+1 is no longer the
metric projection. Thus, we use the matlab built-in function ”fmincon” to compute these terms.
For this example, we use the same parameters used in Example 4.4 for all the algorithms. We
consider two cases for the dımensıon: Case I: m = 10. Case II: m = 20. We choose the initial
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points x0 = x1 = randn(m, 1). The stopping criteria is same as used in Example 4.4. The results
of the numerical simulations are presented in Figure 3 below:
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FIGURE 3. Numerical results for Example, Top Case I; Bottom Case II

Remark 4.5. Using different values of λ and varying the key parameters in Example 4.4 and 4.5,
we compare our results with the results of Xie et al. [55] (XCT Alg), Algorithm 3.1 of Hieu [26]
(Hieu Alg), Algorithm 1 of Vinh and Muu [47] (VM Alg), Algorithm 1 of Oyewole and Reich [37]
(OR Alg) and Algorithm 3.1 of Yang and Liu [54] (YL Alg). We obtained the numerical results
displayed in Figures 1, 2 and 3 respectively. From our displayed results, it can be inferred that our
algorithm performs better in both number of iterations and computational time taken to satisfy the
stopping criterion.

5. CONCLUSIONS

In the context of a Hadamard manifold, we propose a double step inertial subgradient
extragradient method for solving the pseudomontone equilibrium problem. The previ-
ously mentioned findings on inertial extrapolation techniques, subgradient extragradient
techniques, and extragradient methods served as inspiration for this approach. We show
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that the sequence generated by our iterative approach converges to a solution of a pseu-
domonotone equilibrium problem under some mild conditions. We provide some numer-
ical examples to compare the performance of our iterative method with several relevant
ones in the literature. To the best of our knowledge, the result presented here is new in
the context of a Hadamard manifold and generalizes other similar results found in the
literature.
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